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The link prediction problem
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Given a series of snapshots of a network, we want to predict which link it will form in 
the next phase. That is, what will the network look like tomorrow? 

?
3



LP in Bibliographic networks
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Meta data of a paper

• Unsupervised methods
Common neighbors
Katz
Resource allocation

• Supervised methods
Classification

How?

Co-author relationship prediction



Dataset description

5https://cn.aminer.org/data

• AMiner Open Science Platform.
• 2.1 million papers, more than 1.7 million authors, 4.25 million collaboration links 

among authors.
• The content of the data includes the meta data of published papers such as title, 

abstract, author's name, affiliation and research topics. 



Features for Supervised Link Prediction
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• Most works on link prediction only consider the topology features
• Node degree, common neighbors, shortest paths.

• There are some other information can be used for link prediction
• Social pattern (triadic relationships[1])
• Node attributes (binary similarity[2])
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Features for Supervised Link Prediction

7
[1]Dong Y, Tang J, Wu S, et al. Link prediction and recommendation across heterogeneous social networks, IEEE ICDM.2012: 181-190.

[2]Al Hasan M, Chaoji V, Salem S, et al. Link prediction using supervised learning[C]//SDM06: workshop on link analysis, counter-terrorism and security. 2006.

• Triadic relationship is only available when distance=2; 
• Type inconsistent problem, for node 1 and node 2, (132) belongs to pattern F and 

(142) belongs to pattern E;
• Some potentially useful information may be lost by binary similarity in measuring 

author similarity .

Social pattern
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3 IBM Thomas J. Watson 
Research Center

IBM Austin Research Lab.

Find a way to model the social patterns among authors and use an effective 
metric to measure author similarity.

Two different affiliations, but 
have something in common



Social Pattern Feature

Findings
• Ordinary users play a more important role 

in bridging two unconnected users than 
elite ones

• Positive correlation between the number 
of CN and link formation probability.
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• Elite users: top 50% on the PageRank value list, 
others are treated as ordinary users

• Triadic relationship: CN=1 and 2-hops away 
from each other

• Dyadic relationship: CN>1 or 3-hops away from 
each other



External Attribute Knowledge

TF-IDF

Node Similarity
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For example, author u’s affiliation IBM Thomas J. Watson Research Center
and author v’s affiliation IBM Austin Research Lab. will be treated as two 
completely different organizations. Ksim = 0.408
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External Attribute Knowledge

Findings
• Authors with similar 

affiliation/research interests 
have a high probability to link 
to each other.

• The impact is sensitive to 
geodesic distance.

• Affiliation similarity plays a 
more important role than 
research interests in forming 
links.
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Feature list
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We use Stanford SNAP as the network library to extract all these features.
http://snap.stanford.edu/



Deep Neural Networks for Classification
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A diagram of DNNs with two hidden layers. 

• The activation function is ReLU

• The output layer is mapped by a 
logistic function

• Cross-entropy loss function

Then we use Gradient Descent to update all the parameters. Such as            can be 
updated as:



Experiment Setup

• D1, [1999, 2004], D2, [2005, 2010]

• The data of the first five years are used to extract features, the data of the 
sixth year is used to extract labels;

• We try to make predictions only for active users (K>=5);

• The author pair is treated separately according to their distance. We also 
sample an equal sized set of negative pairs.

• Model evaluation: 80%/20%, repeat 20 times

• Performance metrics: ROC and AUC
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AUC Performance
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• With the increase of geodesic distance, the performance of topology-based 
methods gradually decline due to the loss of available structure information;

• Methods with SPEAK features perform consistently well especially when 
geodesic distance is greater than two;

• This implies the SPEAK features can be served as compensation when limited 
topology information is used.



ROC Performance
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Parameter Sensitivity
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• Test data set ratio has slight
influence on the AUC value;

• Too complex model (with many 
hidden layers or many nerual units) 
will overfit the data and reduce the 
performance;

• The number of hidden layers 
should be chosen according to the 
dataset ;

• The number of neural units should 
be one to four times of the feature 
dimension.



Conclusion

• Two kinds of novel features were introduced to capture 
node similarity based on social pattern and external 
attribute knowledge (SPEAK), respectively. The SPEAK 
features can boost the performance of link prediction.

• A deep learning approach using DNN was proposed to 
incorporate both topological features and the SPEAK 
features.

• We have released all the source code along with part of the 
dataset for the readers to reproduce our work. 
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https://github.com/zctzzy/speak_lp



Thanks for your attention!

Email: Chuanting.zhang@gmail.com
GitHub: https://github.com/zctzzy/
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