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Wireless Big Data Analysis Matters
Modeling, analyzing, and predicting wireless service traffic in the 

communication systems are pivotal to achieving network intelligence.



Wireless Big Data Analysis Matters
Wireless traffic prediction is crucial in future AI-empowered 

communication systems, with prediction we can:
• Improve network management through dynamic congestion control
• Reduce operating expenditure by accurate radio resource purchase
• Enhance energy efficiency by intelligent BS on/off



Wireless Traffic Prediction
Predicting communication system’s future traffic (short- or long-term) 
based on historical wireless traffic and cross-domain data by 
designing novel AI algorithms under various application scenarios.
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Existing Methods and Challenges
Centralized methods, e.g., ST-DenseNet[1] and STC-Net[2]

• Need to transfer raw data to datacenter to learn a generalized model
• Consume lots of bandwidth
• May have high latency for mission-critical tasks
• Involve no cooperation from multiple MNO due to data privacy

Fully distributed methods, e.g., Gaussian Process Regression[3]

• Could not capture spatial dependences among different BSs/cells/regions
• May have limited data, especially in places with newly deployed infrastructures
• Involve no cooperation also due to data privacy

1. C. Zhang, H. Zhang, D. Yuan and M. Zhang, "Citywide Cellular Traffic Prediction Based on Densely Connected Convolutional Neural Networks," in IEEE Communications Letters, vol. 22, no. 8, pp. 1656-1659, Aug. 2018
2. C. Zhang, H. Zhang, J. Qiao, D. Yuan and M. Zhang, "Deep Transfer Learning for Intelligent Cellular Traffic Prediction Based on Cross-Domain Big Data," in IEEE Journal on Selected Areas in Communications, vol. 37, no. 6, pp. 

1389-1401, June 2019
3. Y. Xu, F. Yin, W. Xu, J. Lin and S. Cui, "Wireless Traffic Prediction With Scalable Gaussian Process: Framework, Algorithms, and Verification," in IEEE Journal on Selected Areas in Communications, vol. 37, no. 6, pp. 1291-1306, 

June 2019



What Do We Need for Wireless Traffic Prediction
We need a model that can

• Capture both spatial and temporal dependencies
• Be trained/deployed at the edge to reduce latency
• Without transferring data from local to datacenter
• Collaborate between multiple MNOs to fully release the power of data

Federated learning can fulfill the above requirements
• Temporal dependencies are modeled by local model, spatial dependencies are 

captured through model aggregation
• Can be trained/deployed at the edge sever
• No need to transfer raw data, just model
• Can be readily shared among different MNOs



Federated Learning Basics

Update 𝑤𝑤𝑡𝑡 using local data and get new local model 𝑤𝑤𝑘𝑘𝑡𝑡+1

Round 𝑡𝑡

Local clients

Central server



Federated Learning Basics

Send 𝑤𝑤𝑘𝑘𝑡𝑡+1 to the central server for model aggregation

Round 𝑡𝑡

FedAvg

Iterate the above 
process until end, 
then we get the 
final model 

Local clients

Central server
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FedAvg For Wireless Traffic Prediction
It works, but suffers from 

precision problem
• Wireless traffic data are highly 

heterogenous, different places 
have different traffic patterns

• Simple average of local model to 
produce the global one 
generalize not well

Motivation
• Train a well-generalized global 

model by reducing heterogeneity 
of wireless traffic



System Model and Workflow
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Each BS calculates its hourly-
average traffic value per 
week and send the 𝜑𝜑𝜑 data to 
central, where a quasi-global 
model is trained

BS clustering
Central server cluster the BSs 
into different groups, based 
on the augmented data and 
geolocation

Model training
Perform global model training 
using dual attention-based 
optimization scheme



Problem Formulation
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Dual Attention Based Federated Optimization

Layer-wise attention score 
computed via the distance between 
local model and the global model

Layer-wise attention score computed 
via the distance between quasi-

global model and the global model

Local Attention Quasi-global Attention

The global model has a minimum Euclidean distance to 
each local model (enhance generalization) and quasi-
global model (reduce heterogeneity) in parameter space.

Intra-cluster update
Inter-cluster update



FedDA

Local update

Server update



The wireless traffic data analyzed here comes from a large 
telecommunications service provider in Europe, Telecom Italia, as part 
of the “Big Data Challenge”

City boundary 
of Milan
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Data Introduction
The city is divided into 100*100 cells and 

each cell covers an area of 235m * 235m
Each cell’s call detailed records (CDRs) 

of Telecom Italia were logged
• SMS-In / SMS-Out
• Call-In / Call-Out
• Internet traffic

Time granularity & span
• 10 minutes
• Two months from 2013-11-01 to 2014-01-01



Selected Areas for Spatiotemporal Analysis

Bocooni University: a place 
for study

Duomo di Milano: the Duomo 
is one of Europe’s greatest 
architectural and cultural 
landmarks. Italy’s largest 

church

Navigli: a famous place for 
night life in the city of Milan, 

lots of bars and 
entertainment spots









Data Analysis From the Temporal View
Temporal traffic dynamics

In the city center, all three types of traffic are 
high.

In bustling areas, SMS and CALL traffic 
decrease on weekends, but internet usage 
remains unchanged.

In the Navigli area, traffic increases with the 
arrival of night, showing a significant “delay” 
during peak hours.

The pattern of internet usage is relatively 
complex.



Data Analysis From the Temporal View
Temporal autocorrelation

Autocorrelation, also known as serial 
correlation, is the correlation of a signal 
with itself at different points in time.

99% confidence interval. If the signal is 
randomly generated and has no pattern, 
then the autocorrelation values at any lag 
approach 0.



Data Analysis From the Spatial Perspective
Spatial traffic dynamics and its correlations
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The spatial distribution is uneven, but small intervals 
have correlation, with the strength of correlation 
related to distance.



Milan Traffic Dynamics



Trento Traffic Dynamics in One Day



4G & 5G Wireless Data (PDCP SDU分组数据汇聚)









Experiment Settings
100 cells are selected for experiments
Data are scaled to [0,1] using Min-Max normalization
The first seven weeks data is used for training and the last one weeks 

data is for test
Model is a simple three layer LSTM since we care only about FL, 

each layer has 64 hidden dims
The lengths of closeness dependence and periodicity dependence are 

set to 3
SDG optimizer with learning rate of 0.01 (decay), 100 rounds, 20 local 

batch size, 0.1 available cells in each round
 The weight of qualsi-global model is selected through a grid search



Experiment Results

Our method achieves the 
best prediction results

The more data shared, the 
better prediction performance



Prediction Versus Ground Truth
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Accuracy Versus Communication Rounds

FedDA can achieve higher prediction 
accuracy with fewer communications 

between local client and central server

Quasi-global attention (model) can 
indeed improve prediction performance
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Revisit Wireless Traffic Prediction Under FL
Spatial modeling under FL relies:

• BS/Cell/Cloud unit clustering using location information
• Shared (augmented) data

Training a model needs frequently communications between local 
clients (BS/Cell/Cloud unit) and the central server

• Consumes lots of bandwidth
• Not works for LLMs

Training wireless traffic prediction model under the 
scenario of FL with the properties of spatial-temporal 

modeling and low communications



Evidence on the Deficient of FedAvg for WTP

FedAvg
works if the 
traffic of two 

areas are 
similar

The 
effectiveness 

of FedAvg
does not holds 
if the traffic of 
two areas are 

distinct



System Model
Central Cloud Server

Small Cloud Unit

Storage

Future traffic

Storage

Future traffic
Small Cloud Unit

Small Cloud Unit
Future traffic

Load-aware 
management

BBU pool

BBU pool

BBU pool

Low communications 
solution

Gradient Compression

Spatial dependence 
modeling solution

Gradient Correlation

Federated Learning with Gradient 
Compression and Correlation for 

Wireless Traffic Prediction



FedGCC Algorithm
Global model optimization

Traditional global 
model optimization

Our global model 
optimization

Heuristic personalized 
gradient aggregation 

strategy

Gradient compression 
scheme at the local client 

side



FedGCC Algorithm
Local model optimization with error feedback

round

step

client

Error feedback: accum. 
of gradient errors

Gradient of current step on 
batch data B with 
parameter w

Gradient tracking: correct 
the gradient direction

Local gradient is corrected by using a) non-transferred gradients in 
previous rounds; b) current ‘true’ gradients on local batch data; c) the 
gradient difference between local client and central server.  

Example of 
gradient tracking



Example of Gradient Compression & Correlation

Gradient compression 
(sparsification) with 

different ratios
Gradient correlation with 

different strategies



Experiment Results



Experiment Results
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Conclusion
Wireless traffic prediction supports AI native of 6G
FedDA: Dual attention based wireless traffic prediction

• Clustering for spatial dependence modeling
• Augmented data sharing for reducing heterogeneity
• Dual attention based federated optimization

FedGCC: Gradient compression and correlation for wireless traffic 
prediction

• Gradient compression for reducing communication between local clients and 
the central server

• Gradient correlation for spatial dependence modeling



Thanks for your time !
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